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Abstract: In this paper, we aim to propose a novel and effective iris segmentation method that is robust to 
uneven light intensity and different kinds of noises such as occlusion by light spots, eyelashes, eyelids, specta-

cle-frame, etc. Unlike previous methods, the proposed method makes full use of gray intensities of the iris image. 

Inspired by the matting algorithm, a premier assumption is made that the foreground and background images of 

the iris image are both locally smooth. According to the RST algorithm, trimaps are built to provide priori in-

formation. Under the assumption and priori, the optimal alpha matte can be obtained by least square loss function. 

A series of effective post processing methods are applied to the alpha image to obtain a more precise iris seg-

mentation. The experiment on CASIA-iris-thousand database shows that the proposed method achieves a much 

better performance than conventional methods. Our experimental results achieve 20.5% and 26.4%, more than 

the well-known integro-differential operator and edge detection combined with Hough transform on iris seg-

mentation rate respectively. The stability and validity of the proposed method is further demonstrated through the 

complementary experiments on the challenging iris images. 
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1  Introduction 

As an efficient biometric technology, iris recog-
nition is a popular research topic in both academic re-
search and industrial applications, and is widely used in 
personal identification [1-3]. Iris segmentation is the basic 
and significant step of iris recognition. However, several 
defaults in the segmentation process present problematic 
traits. For instance, irises are easily occluded by eyelids 
and eyelashes and are covered with specular reflections 
when persons wear thick glasses. Other difficulties in iris 
segmentation include de-focusing, over or under expo-
sure, uneven illumination, and so on. Therefore, real 
applications are calling for more accurate and robust iris 
segmentation algorithms. 

In response to the drawback that conventional iris 
segmentation methods are mostly sensitive to different 

kinds of noises, this paper, inspired by natural image 
matting algorithm, presents a novel iris segmentation 
method based on natural image matting algorithm. In 
summary, the key contributions of this work are as 
follow: 

i) Our method makes full use of gray intensities 
based on the assumption of local smoothness, com-
pletely different from most previous methods’ sole 
dependence on the gray gradients. For one thing, the 
gradients of noises may disturb the iris boundary gra-
dient. For another, the gradient information is not 
abundant enough when the iris is fully covered by eyelid. 
To tackle these downsides, the proposed method extracts 
alpha matte of iris image based on gray intensities. The 
novel matting-based iris segmentation method provides 
an avant-garde insight widely applicable for the iris 
segmentation field. In addition, different from the gen-
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eral interactive matting, the priori information is given 
automatically based on RST algorithm. 

ii) The proposed method is robust to the noise iris 
images collected in the less-constrained environment. 
We use ellipse rather than circle to fit the pupillary 
boundaries because of the existence of iris images with 
off-axis view angle. According to the assumption that 
foreground and background images of iris image are 
both locally smooth, we deal with iris images in a small 
window around a pixel in order to obtain uniform il-
lumination. 

Our method is further verified on the iris images 
with uneven illumination, excessive and insufficient 
exposure, all have shown promising experimental 
results which proves its stability and validity. 

2  Related Work 

Daugman proposed the most well-known iris 
segmentation algorithm in [4], which is 
integro-differential operator. In general, the gray scales 
of pupil, iris and the sclera of an eye are gradually 
increasing along the radial direction. According to this 
obversion, a circle detection template is designed to 
locate the iris boundary. The basic idea is to find the 
position with the largest variation along the radial 
integral of the points on the circumference as can be 
seen in Equation 1.           max(௫బ,௬బ,௥) ቚ𝐺ఙ ∗ డడ௥ ∮ ூ(௫,௬)ଶగ௥௫బ,௬బ,௥ ቚ (1) 

Another well-known method is proposed by 
Wilds, which is edge detection combined with Hough 
transform [2]. This method use edge detection operator 
to procure the edge information of iris, pupil and sclera 
and the image is mapped into a binary image. Ac-
cording to the assumption that inner and outer bound-
aries are circular, Hough transform voting mechanism 
is used to detect the parameters of inner and outer 
circles. At present, integro-differential operator 
method and edge detection combined with Hough 
transform method are still the mainstream study of iris 
localization. Most of iris localization algorithms [5-8] 
are built on these two methods. 

Integro-differential operator, edge detection 
combined with Hough transform method and the cor-

responding expansion methods displayed a relatively 
positive performance when dealing with ideal iris im-
ages. In practice, however, iris images are often col-
lected in a less-constrained environment. In the pres-
ence of noises, the traditional iris location algorithms 
often fail to accurately locate the iris. Ensuring the 
stability and accuracy of iris location has thus become 
a challenge. In addition, both [4] and [2] utilized the 
circular template which is not suitable for non-circular 
boundary. At the same time, the time complexity of 
these methods is comparatively high with search on a 
N3 parameter space, therefore, the actual application 
area of these methods is limited. 

In seeking to address these challenges, recently, 
the non-ideal iris images segmentation has gained a 
tremendous amount of attention, such as[9-15]. In [11], 
Daugman proposed a non-circular iris boundary lo-
calization method which has an extensive applicability. 
The method uses the active contour line model to locate 
iris boundary and the Fourier series to smooth it. In 
[13], Daugman and Tan proposed a PP model for initial 
location of the pupillary boundary and utilized 
smoothing spline for precise localization. 

3  Matting Based Iris Segmentation 

In response to the problems on iris segmentation 
and inspired by natural image matting algorithm, we 
propose a novel iris segmentation method. Digital 
matting technology [16] aims to extract the specified 
objects of arbitrary shape from a natural image. 
Therefore, we can apply matting algorithm to divide 
the pupil, iris and eyelids from original image and 
locate boundaries with a series of post-processing 
operations. The flowchart of our method is illustrated 
in Fig.1. 

3.1  Matting 

How to accurately separating the foreground ob-
jects from the image or video is an important problem 
in the field of computer vision. There are many matting 
algorithms[17-19] proposed in the field to extract 
foreground objects from complex sense. Based on 
in-depth study, matting algorithm is proven more ef-
fective in extracting objects. 
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Fig.1  The Flowchart of Proposed Iris Segmentation Method. Five Stages Are Provided, Namely, Pupil Coarse Localization, 
Trimaps Construction, Objects Extraction Based on Matting, Post-processing 

 
In [20], the model of matting algorithm was firstly 

defined mathematically. The problem can be addressed 
that for an observed image I, it can be seen as a convex 
combination of foreground image F and background 
image B as follow: 

 𝐼 = 𝐹𝛼 + 𝐵(1 − 𝛼)  (2) 
where 𝛼 ∈ [0,1]  represents the opacity of the 

foreground image. 
The basic process of matting algorithm is a) de-

termining the objects, b) constructing trimaps, and c) 
obtaining the alpha matte image. To intuitively 
demonstrate the equation above, an example is shown 
in Fig.2 of extracting the iris from a human eye image. 
For the purpose of precisely locating pupil, iris, and 
eyelids, the pupil, iris and the region enclosed by upper 
and down eyelids are determined as the extracted ob-
jects. Matting algorithm is used to respectively divide 
pupil, iris and eyelid from the original image. 

 

 
 

(a)      (b)       (c)       (d)       (e) 
 

Fig.2  An Example of Extracting Iris by Matting. (a)-(f): 
the Eye Image, the Trimap Image, the Alpha Matte, Fore-

ground Iris and Background Object 

 
3.1.1  Trimap 

For a given image I, the foreground image F, 
background image B, and the alpha matte 𝛼 of I are all 

unknown as we can see in Equation 2. Thus, matting 
algorithm is an under-constrained problem that de-
mands priori information. In general, the priori infor-
mation is acquired by constructing a trimap. The 
so-called trimap is to divide the pixels of I into three 
categories, namely, the set of known foreground pixels 
labeled as 1 (white region), the set of known back-
ground pixels labeled as 0 (black region) and the set of 
unknown pixels unlabeled. The trimap further indicates 
that the alpha values of the known foreground pixels 
and the known background pixels are respectively 1 
and 0. Clearly, the trimaps vary in different ways with 
different extracted objects. What the matting algorithm 
should do is to estimate the alpha, foreground and 
background values of the unknown pixels. 

According to the practical applications of matting 
algorithm, trimap construction requires interactive 
participation on the user’s side. However, in order to 
apply matting method to iris segmentation, this paper 
automatically constructs the corresponding trimaps 
based on the pupil parameters (𝑥௣௨௣௜௟, 𝑦௣௨௣௜௟, 𝑟௣௨௣௜௟) 
obtained by RST [21]. 
3.1.2  Closed Formed Solution Matting Algorithm 

According to the matting algorithm in digital 
image processing, A. Levin, D. lischinski and Y. Weiss 
put forward a closed form solution matting algorithm 
in [22]. This algorithm assumes that both F and B are 
the approximate constants in a local window for a gray 
image. The iris image meet the assumption as shown in 
the Fig.3. 
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Fig.3  Both Gray Scales of Foreground and Background of 

Eye Image Are Locally Smooth in 3 × 3 Windows 

 

     
 

(a) (b)        (c)        (d)        (e) 
 

Fig.4  The Results of Pupil Segmentation in Process. 
(a)-(e): the Pupil Trimap, the Pupil Alpha Matte Image, 
Edge Detection, the Pupil Candidate Points and Pupil 

Localization Result 
 
Therefore, the close form solution matting algo-

rithm is properly applied to divide pupil, iris and eye-
lids from original image. For a given image I, the 
Equation 2 can be rewritten in a local window w as 
follow: 

 𝛼௜ ≈ 𝑎𝐼௜ + 𝑏, (3) 

where 𝑎 = ଵிି஻,𝑏 = − ஻ிି஻. In order to satisfy the 

equation above as much as possible, we should find 𝛼, 𝑎 and 𝑏 that minimize the cost function: 𝐽(𝑎, 𝑏, 𝑐) = ∑ ∑ (൫𝛼௜ − 𝑎௝𝐼௜ −௜∈௪ೕ௝∈ூ𝑏𝑗2+𝜖𝑗𝑎𝑗2)  (2) 

where 𝜔௝ is a small local window in I and 𝜖௝𝑎௝ଶ 
is a regularization term. The cost function is quadratic 
in 𝛼, a and b, with 3N unknowns for an image with N 
pixels. It can be proved in [22] that a and b can be 
eliminated in cost function, therefore, the number of 
unknowns is reduced, leaving only N alpha values of 
pixels. After simplification, Equation 4 can be rewrit-
ten as follow: 

 𝐽(𝛼) = 𝛼்𝐿𝛼 (5) 
Where L is an 𝑁 × 𝑁matrix, called matting La-

place matrix. 
According to the prior information provided by 

the trimap, the alpha values of the known foreground 
pixels are 1 (𝛼 = 1) and the alpha values of the known 

background pixels are 0 (𝛼 = 0)). For matching these 
constrains, we solve alpha matte as follow: minఈ 𝛼்𝐿𝛼 + 𝜆(𝛼் − 𝛼௦் )𝐷(𝛼 − 𝛼௦) (6) 

Where 𝜆 is a large constant in order to make al-
pha matte is closer to the priori information based on 
trimap. D is a 𝑁 × 𝑁 diagonal matrix whose elements 
are 1 for constrained pixels and 0 for unknown pixels. 𝛼௦ is a vector containing the specified alpha values for 
the constrained pixels and zero for all other pixels. 

By determining the derivative respect to 𝛼  on 
Equation 6 and setting it to zero, we can find the alpha 
value which makes the equation approach to global 
minimum. The alpha can be solved as the following 
sparse linear system: 

 (𝐿 + 𝜆𝐷)𝛼 = 𝜆𝛼௦ (7) 

By solving the equation, the alpha matte is ob-
tained. 

3.2  Non-circular Pupil Boundary Localization 

In response to the purpose of achieving a more 
effective iris recognition system and tackling the 
drawbacks of circle model based pupil localization 
methods, this paper proposes an effective and robust 
non-circular pupil boundary localization method based 
on matting. 
3.2.1  Pupil Coarse Localization based on RST 

Radial symmetry transformation(RST)[21] is a 
simple and fast algorithm to detect the interest region 
with symmetrical property. This algorithm relies on the 
number combined with gradients of boundary pixels to 
judge whether there is a circular or circular-like object 
in image. According to RST method, the initial local-
ization parameters (𝑥௣௨௣௜௟, 𝑦௣௨௣௜௟, 𝑟௣௨௣௜௟)  of pupil 
boundary are obtained. 
3.2.2  Pupil Trimap Construction 

Although relatively accurate pupil localization 
result has been achieved by RST, there is still a general 
problem for all circle model based pupil localization 
methods encountering non-circular pupil. In this stage, 
we construct a pupil trimap 𝑇௣௨௣௜௟(𝑥, 𝑦)  to provide 
foreground and background priori information for 
matting algorithm that agree with our perception that 
pupil should be separated. First, we crop a ROI in-
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cluding the pupil region based on initial pupil position [𝑥௣௨௣௜௟, 𝑦௣௨௣௜௟, 𝑟௣௨௣௜௟] provided by RST. Next, with the 
aim to extract pupil from I(x,y), a circle C1 is built with 
center 𝑂(𝑥௣௨௣௜௟, 𝑦௣௨௣௜௟)  and radius 𝑟ଵ = 𝑟௣௨௣௜௟ − 𝑑ଵ . 
Given the possibility of eyelashes and the upper eyelids 
obscuring the pupil, only the pixels located in lower 
semi-circular of C1 is considered as foreground priori 
information labeled as 1. Similarly, to achieve the 
background priori information, a circle C2 is con-
structed with center 𝑂(𝑥௣௨௣௜௟, 𝑦௣௨௣௜௟)  and radius 𝑟ଶ = 𝑟௣௨௣௜௟ + 𝑑ଶ. TThe pixels outside C2 are regarded 
as the known background pixels and labeled as 0. Ex-
cluding the known foreground and background pixels, 
the rest are unknown pixels which are required to be 
estimated. The generation of 𝑇௣(𝑥, 𝑦) can be formu-
lated as follow: 

𝑇௣௨௣௜௟(𝑥௜, 𝑦௜) = ቐ1, 𝑑𝑖𝑠𝑡௜ ≤ 𝑟ଵ, 𝑥௣௨௣௜௟ ≤ 𝑥௜0, 𝑟ଶ ≤ 𝑑𝑖𝑠𝑡௜𝐼(𝑥௜, 𝑦௜), 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒   (8) 

Where 𝑑𝑖𝑠𝑡௜  represents the Euclidean distance 
between the pixel ( 𝑥௜, 𝑦௜ ) and the center 𝑂(𝑥௣௨௣௜௟, 𝑦௣௨௣௜௟). I(x,y) is pre-processed by normalized 
gray-scale. The white and black regions of the pupil 
trimap are respectively foreground and background 
priori information, and others are unknown region as 
shown in Fig.4a. 
3.2.3  Pupil Trimap Construction 

Observing that the pupil region has smooth gray 
intensities, with the priori information supplied by 
pupil trimap, a closed form solution matting algorithm 
is applied to segment pupil from the original image. 
Equation 6 is calculated to obtain the alpha matte 𝛼 as 
shown in Fig.4b. We can see that the alpha matte has an 
obvious pupil boundary, therefore functional in locat-
ing the pupil boundary. 
3.2.4  Pupil Boundary Candidate Points Selection 

In this step, threshold segmentation and edge 
detection are used to acquire the edge points of the 
pupil alpha matte 𝛼௣௨௣௜௟(𝑥, 𝑦). Firstly, a threshold Tp 
is given to obtain a binary image 𝐵௣(𝑥, 𝑦) of 𝛼௣௨௣௜௟. 
One characteristic here is that the threshold Tp is 
unsensitive. The gray values of pupil region and others 
are obvious different so that the binary threshold Tp 

can be loose in our method. And then, detecting edge 
points based on Canny operator obtains the edge points 
map 𝐼௣(𝑥, 𝑦) as illustrated in Fig.4c. Aiming at ob-
taining accuracy pupil points, we develop a noise map 
based on the initial pupil localization result (𝑥௣௨௣௜௟, 𝑦௣௨௣௜௟, 𝑟௣௨௣௜௟). Taking the (𝑥௣௨௣௜௟, 𝑦௣௨௣௜௟) and 𝑟௣௨௣௜௟ ± 5  as the center and radii respectively to 
structure a ring. The points within the ring are regarded 
as the reasonable pupil boundary points and the points 
outside the ring are excluded. In addition, we also 
exclude the edge points of which the number in a row is 
more than 5 since that these edge points may belong to 
the eyelash and light spots. After excluding the noises, 
the rest points which are taken as the pupil boundary 
candidate points as shown in Fig.4d. 
3.2.5  Ellipse Fitting 

Due to the existence of non-circular pupil, ellipse 
fitting method is a good choice to obtain more accurate 
pupil position. The representation form of an ellipse is 
as follow: 𝑓(𝑎⃗, 𝑥⃗) = 𝑎⃗ ∙ 𝑥⃗ = 𝑎𝑥ଶ + 𝑏𝑥𝑦 + 𝑐𝑦ଶ + 𝑑𝑥 + 𝑒𝑦 +𝑓 = 0   (9) 

Where 𝑎⃗ = (𝑎, 𝑏, 𝑐, 𝑑, 𝑒, 𝑓)  and 𝑥⃗ =(𝑥ଶ, 𝑥𝑦, 𝑦ଶ, 𝑥, 𝑦, 1) . According to the LSM (least 
square method), we can find a best fitting ellipse which 
minimizes the square of the distance between the el-
lipse and the pupil boundary candidate points. The 
objective function is: 

 𝐷 = ∑ 𝑓(𝑎⃗, 𝑥పሬሬሬ⃗ )ଶே௜ୀଵ  (10) 

To ensure the fitting result is an ellipse, we in-
troduce a constraint b2-4ac<0. In general, we take 
b2-4ac =-1 as the constraint in order to ensure the 
existence of the solution. Solve the above constraint 
problem, we can get the ellipse parameter 𝑎⃗. The re-
sults of non-circular pupillary boundary localization 
are illustrated in Fig.5e. 

3.3  Iris Outer Boundary Localization 

In this stage, we propose an effective iris outer 
boundary localization method based on matting. With 
our perception to extract the iris, we build a trimap to 
provide priori information that regards iris region as 
foreground object. By adopting the closed matting 
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algorithm introduced before, the iris alpha matte is 
extracted, and subsequently processed by gradients 
calculation to estimate radius of the iris outer boundary 
and then fine localization.   

 

    
 

(a)         (b)          (c)           (d) 
 

Fig.5  The Results of Iris Localization in Process. (a)-(d): 
the Eyelid Trimap Image, the Eyelid Alpha Matte, Absolute 
Values of Vertical Gradients Image, the Upper Eyelid Can-

didate Points 
 

3.3.1  Iris Trimap Construction 
In this part, we use the similar pupil trimap con-

struction method to generate the iris trimap. For the 
purpose of extracting iris, the foreground priori in-
formation must include iris information. Clearly, the 
fewer unknown pixels there are, the more accurate the 
matting algorithm is. Therefore, we generate an ellipse 
E with center 𝑂(𝑥௣௨௣௜௟, 𝑦௣௨௣௜௟), the semi-major axis a 
in the horizontal direction and the semi-short axis b in 
the vertical direction. In order to make the foreground 
priori information encompass part of the iris region, 
but not beyond its outer boundary, we adopt the adap-
tive a and b according to 𝑟௣௨௣௜௟, even if 𝑎 = 𝑟௣௨௣௜௟ +𝑑ଷ  and 𝑏 = 𝑟௣௨௣௜௟ + 𝑑ସ , 0<d4<d3. The iris boundary 
often contains interruptions due to occlusions of eye-
lids and eyelashes, thus the pixels in the lower 
semi-ellipse of E are regarded as foreground priori 
information, label as 1. A circle C3 is constructed with 
center 𝑂(𝑥௣௨௣௜௟, 𝑦௣௨௣௜௟)  and radii 𝑟ଷ = 2𝑟௣௨௣௜௟ + 𝑑ହ . 
The pixels outside C3 are regarded as background pri-
ori information and labeled as 0. The pixels which are 
located between the lower semi-ellipse of E and C3 are 
unknown. The iris trimap is shown as Fig.5a, where the 
white region is foreground priori information and the 
black region is background priori information. 
3.3.2  Iris Extraction Based on Matting 

We use a closed-form solution matting approach 
to extract the iris region which is locally smooth, and 
thus consistent with the premise of the closed form 

matting algorithm. By solving the Equation 7 where D 
and 𝛼௦ are decided by the iris trimap, we can obtain 
the iris alpha matte 𝛼௜௥௜௦(𝑥, 𝑦) as shown in Fig.6a. 
3.3.3  Finding Maximum Gradient of Multiple 
Rows 

We can obverse that the background is darkness 
while the iris is bright in the iris alpha matte 𝛼௜௥௜௦(𝑥, 𝑦). Furthermore, the gray value changes no-
ticeably at the boundary of the iris outer circle. In other 
words, the gray gradient values of the points which are 
located on the outer circle of the iris are the largest. 
Based on this observation, we can estimate the radius 
of the outer circle according to the absolute values of 
horizontal gradients information of 𝛼௜௥௜௦(𝑥, 𝑦)  as 
shown in Fig.5b. 

In general, the centers of the iris inner circle and 
the outer circle are in a similar position. Therefore, we 
temporarily assume that the boundaries of iris inner 
and outer circle are concentric, even if𝑥௖ = 𝑥௣௨௣௜௟ , 𝑦௖ = 𝑦௣௨௣௜௟. 

Eyelids frequently obstruct the iris’ outer bound-
ary. In order to ensure the accuracy of the iris radius 
estimation results, we choose multiple rows to calcu-
late the horizontal gradient. According to observation, 
the iris outer boundary located on the rows which are 
surrounding the center of iris boundary (𝑥௖, 𝑦௖)  is 
clearly visible and not occluded. Thus, we choose n 
rows above (𝑥௖, 𝑦௖) , n rows at the bottom of the (𝑥௖, 𝑦௖) and the row 𝑥௖ that the center of iris boundary 
lies on, totally (2n+1) rows, n=4 in experiment. We 

record the rows  𝑅௜ ∈ ൜ 𝑥௖ − 𝑛, 𝑥௖ − (𝑛 − 1),… , 𝑥௖, … , 𝑥௖ + (𝑛 − 1), 𝑥௖ + 𝑛ൠ  (𝑖 = 1,2, … ,2𝑛 + 1) 
The second step is to calculate the horizontal 

gradient of each row Ri. Based on analysis the alpha 
matte 𝛼௜௥௜௦(𝑥, 𝑦), we can see that the pupil boundary 
also has a clear gradient information. To exclude the 
interference of the pupil boundary, we set up two ef-
fective intervals on rows [1, 𝑦௖ − 𝑟௣௨௣௜௟ − 5]  and [𝑦, 𝑦௖ + 𝑟௣௨௣௜௟ + 5, 𝑥𝑆𝑖𝑧𝑒]. Here xSize represents the 
transverse dimensions of iris image. And then, we find 
the maximum horizontal gradient of each row Ri within 
the two intervals respectively. Thus 2 × (2𝑛 + 1) iris 
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boundary points of which position coordinates are 
labeled as (𝑥௜, 𝑦௜) (i=1,2,…,4n+2) are obtained as we 
can see in Fig 5c. 
3.3.4  Radius of Iris Outer Boundary Estimation 

In order to make the estimation of iris outer radii 
more accurate, we average the (4n+2) radii, even if 𝑟௖ = ଵସ௡ାଶ ∑ 𝑟௜ସ௡ାଶ௜ାଵ  (11) 

Here, 𝑟௜ = ඥ(𝑥௜ − 𝑥௖)ଶ + (𝑦௜ − 𝑦௖)ଶ  is the Eu-
clidean distance between ith iris boundary point (𝑥௜, 𝑦௜) and the center of iris boundary (𝑥௖, 𝑦௖). We 
obtain the estimation parameter of iris outer boundary (𝑥௖, 𝑦௖, 𝑟௖). The outer boundary of the iris is estimated 
as shown in Fig.5d. 

Finally, we locate the iris boundary accurately 
based on the estimated parameter (𝑥௖, 𝑦௖, 𝑟௖). In order 
to ensure the positioning results, we further optimiza-
tion by using Itg-Diff Operator, shown as in Equation 1, 
which is limited parameters range for fine location of 
outer circular boundary. The limited parameters range 
are ∆𝑟 = 3 ,  ∆𝑥 = 2  and ∆𝑦 = 2  which can get a 
stable position result. 

3.4  Eyelid Localization 

The iris segmentation also includes upper and 
lower eyelids boundaries. It is difficult to correctly 
determine the eyelid boundaries due to the impact of 
the eyelash and other variables. This paper propose a 
method to locate eyelid based on matting. The novelty 
of our method is that we deal with the alpha image 
obtained by matting algorithm to locate eyelids. A 
simplified example would be the upper eyelid locali-
zation. The flowchart of upper eyelid localization is 
shown as Fig.6. 

 

    
 

(a)            (b)           (c)           (d) 
 

Fig.6  The Results of Eyelid Localization in Process. (a)-(d): 
the Eyelid Trimap, the Eyelid Alpha Image, Absolute Values 

of Vertical Gradients Image, the Upper Eyelid 
Candidate Points 

3.4.1  Eyelid Trimap Construction 
In order to locate the eyelid, we regard the region 

between the upper and lower eyelid as the extracted 
object. Similarly, we construct an ellipse with center 𝑂(𝑥௣௨௣௜௟, 𝑦௣௨௣௜௟) , the semi-major axis a2 in the hori-
zontal direction and the semi-short axis b2 in the ver-
tical direction. The points located inside the region are 
considered as foreground priori information. We use 
two rectangle sections along the image's perimeter as 
the background priori information since it is requested 
without the object region. Fig.6a depicts the eyelid 
trimap description. Here, 𝑎ଶ = 𝑟௣௨௣௜௟ − 2  since a2 
must be set up as a small value to avoid wrongly re-
grading the background region as the foreground priori 
information when the eyelid interrupts the pupil. With 
regards to b2, we set it to 𝑟௜௥௜௦ + 8 where 𝑟௜௥௜௦ is the 
radius of outer iris. 
3.4.2  Extracted Eyelid Based on Matting 

We employ the iris image’s gray scales with the 
assumption that the foreground and background are 
both locally smooth. With the original image and the 
eyelid trimap, the matting algorithm estimate the alpha 
matte, as illustrated in Fig.6b, in which we can see that 
the alpha matte image 𝛼௘௬௘௟௜ௗ(𝑥, 𝑦)  has an obvious 
upper and lower eyelid boundary. A series of 
post-processing on 𝛼௘௬௘௟௜ௗ(𝑥, 𝑦)  are introduced in 
detail as follow. 
3.4.3  Vertical Gradients Calculation and Eyelid 
Candidate Points Selection 

We calculate vertical gradients of 𝛼௘௬௘௟௜ௗ(𝑥, 𝑦) 
since that the eyelids are probably close to horizontal 
and obtain the vertical gradients image 𝐺௘௬௘௟௜ௗ  as 
shown in Fig.6c. Then, we use a threshold 𝑇௘௬௘௟௜ௗ to 
binary the image 𝐺௘௬௘௟௜ௗ(𝑥, 𝑦) and acquire a binary 
map B(x,y). 

Two regions of interest are cropped from B(x,y) 
depending on the iris outer boundary parameter to 
decrease computational redundancy and improve re-
sults accuracy. One ROI marked as 𝐵௨௣(𝑥, 𝑦) located 
above the iris center is used to locate upper eyelid and 
the other ROI marked as 𝐵ௗ௢௪௡(𝑥, 𝑦) located under 
the iris center is used to locate the lower eyelid. 

In order to reduce the number of outliers, we 
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choose only one point in each column. For the upper 
eyelid localization, we choose the point on the maxi-
mum row among the points in the same column of the 
image 𝐵௨௣(𝑥, 𝑦) . On the contrary, we particularly 
choose the point on the minimum row among the points 
in the same column for lower eyelid localization. In a 
nutshell, we select the points towards the inside of eye 
as we can see in Fig.6d. 
3.4.4  Parabolic Fitting 

In this step, we locate the eyelid by parabolic fit-
ting in the original image I since that the shape of 
eyelid is close to a parabola. The representation form of 
the parabola is as follow: 

 𝑓(𝑥) = 𝑎(𝑥 − 𝑏)ଶ + 𝑐 (12) 
Here, a, b and c represents the curvature, sym-

metry axis and intercept of the parabola, respectively. 
By the experience, we can observe that the curvature of 
upper eyelid is even smaller, symmetric with respect to 
the column around iris center. Thus, upper eyelid lo-
calization transforms to an optimization problem since 
we set some reasonable constraints on the parameters a, 
b, c empirically. 

4  Experimental Result 

4.1  Database and Segmentation Accuracy 

In order to verify the efficiency of our method, we 
carried out a large number of experiments and the iris 
experimental images mainly comes from the database 
CASIA-Iris-thousand[23]. This database contains 
20000 iris images from 1000 subjects under the 
less-constrained environment, such as iris with serious 
noise eyelids, eyelashes, glasses and light spots, etc. It 
is a challenging task to locate these iris images pre-
cisely by traditional methods. The suggested algorithm 
can achieve accurate and effective results of the iris 
location in these images. 

The accuracy of iris segmentation is shown in 
Table 1 according to statistics. Our experimental re-
sults achieve 20.5% and 26.4%, more than the 
well-known methods integro-differential operator[4] 
and edge detection combined with Hough transform[2] 
on iris segmentation rate respectively. It can be seen 
that our method has a greater performance than the two 
methods. 

 
 

Table 1  Accuracy Rates Comparison among Our Method, Itg-DIff and Edge-Hough. 

Accuracy Rate Proposed Method Itg-Diff Operator Edge-Hough 

Pupil Localization 99.0% 90.5% 86.8% 

Outer Iris Boundary Localization 97.6% 77.1% 71.2% 

 
 

 
 

Fig.7  Examples of Pupil Localization Results. the First 
Column Is the Pupil Boundary Localization Results of 
Proposed Method, the Second Column Is the Results of 

Itg-Diff and Last Column Is the Results of Hough 
Transform 

 
 

Fig.8  Examples of Iris Outer Boundary Localization Re-
sults. the First Column Is the Iris Outer Boundary Locali-
zation Results of Proposed Method, the Second Column Is 
the Results of Itg-Diff and Last Column Is the Results of 

Hough Transform 
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4.2  Analysis and Discussion 

In the stage, we compare the results of the pro-
posed method with Itg-Diff and edge detection with 
Hough transform methods. The results of our method 
demonstrates more accuracy than the most well-known 
two methods as we can see in Fig.8 where the first 
column is the localization results of proposed method 
in this paper, the second column is the results of 
Itg-Diff, and the last column is the results of Hough 
transform. 

Both the Itg-Diff and Edge-Hough approaches 
employ a circular template to suit the pupil boundary 
for localization. When the view angle is off-axis, 
however, there are several non-circular pupil bounda-
ries. Therefore, an ellipse is applied to fit the boundary 
which is more accurate on dealing with the view ax-
is-off images. In addition, with the existence of round 
light spots, traditional methods based on gradients are 
sensitive because the gradients on the light spots 
boundary are also very large. 

In the aspect of iris boundary localization, 
Itg-Diff operate search a circle with the maximum 
gradient cumulative value in N3 which may cause the 
iris boundary to be incorrectly located on the noises 
since that the gradient cumulative values of noise is 
huge,  even greater that the iris boundary’s. In addition, 
if the iris boundary is obscured behind spectacle frame 
or eyelids, there remains less information regarding the 
gradients of iris boundary. As a result, Itg-Diff operator 

requests that the photos be of greater quality. Moreover, 
the Edge-Hough method first detects the edge points 
and votes the circle passed by these edge points to 
identify the iris boundary as the circle with the maxi-
mum voting value. The edge points of sounds are also 
recognized during the edge detection stage. Thus, it is 
very likely that the Hough transform locate on the 
noises. Our method not only uses the gradients infor-
mation, but also integrates the gray information of iris 
image based on matting algorithm. First, matting al-
gorithm regards image as a combination of foreground 
and background images with the assumption that the 
gray of foreground and background images are a con-
stant in the local window. According to the priori in-
formation, we extract the pupil, iris and eyelids with 
clear boundaries. Our method is therefore validated as 
resistant to noises, showing great robustness and 
accuract results in contrast to the traditional methods. 

4.3  Complementary Experiment 

In general, the iris image acquisition process 
requires proper illumination. This will consequently 
result in many problems such as uneven illumination, 
excessive and insufficient exposure. Using non-ideal 
images impacted by illumination, a series of 
complementary experiments is performed to test our 
method's effectiveness. Fig.9 illustrates the image 
localization results of our method, Itg-Diff's results, and 
Edge detection using the Hough transform. Our method 
has apparently outperformed others on these images. 

 

 
 

Fig.9  Examples of Complementary Experiment Results. the First Row Is the Localization Results of Our Method, the 
Second Row Is the Results of Itg-Diff and the Last Column Is the Results of Edge Detection with Hough Transform 
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5  Conclusion 

In this paper, a novel and effective iris localiza-
tion method is proposed, offering a new research in-
sight -- matting based iris localization on the study of 
unideal iris image localization problem. The proposed 
algorithm uses the improved radial symmetry trans-
form algorithm to roughly locate the pupil boundary, 
followed by the natural image matting algorithm ap-
plied to divide the pupil, iris and eyelids from the 
original image and obtain the corresponding alpha 
mattes. Subsequently, in order to locate the pupil, the 
pupil alpha matte is processed by threshold segmenta-
tion and edge detection to extract pupil boundary can-
didate points followed by ellipse fitting. Our task in the 
stage of iris localization is to calculate the gradients, 
estimate the radius of the iris outer boundary, and 
perform fine localization. For the purpose of eyelids 
localization, we calculate values of vertical gradients in 
effective region of the eyelid alpha matte image and 
choose upper and lower eyelids candidate points before 
fitting two parabolas accordingly. Compared to tradi-
tional algorithms, the method has a robustness to 
non-ideal iris image. 
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