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Abstract: Mach number is a key metric in the evaluation of wind tunnel flow field performance. This complex 
process of wind tunnel test mainly has the problems of nonlinearity and time lag. In order to overcome the 

problems and control the Mach number stability, this paper proposes a new method of Mach number prediction 

based on a nonlinear autoregressive exogenous-genetic algorithm-Elman (NARX-GA-Elman) model, which 

adopts NARX as the basic framework, determines the order of the input variables by using the false nearest 

neighbor (FNN), and uses the dynamic nonlinear network Elman to fit the model, and finally uses the global 

optimization algorithm GA to optimize the weight thresholds in the model to establish the Mach number pre-

diction model with optimal performance under single working condition. By comparing with the traditional al-

gorithm, the prediction accuracy of the model is improved by 61.5%, and the control accuracy is improved by 

55.7%, which demonstrates that the model has very high prediction accuracy and good stability performance. 
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1  Introduction 

Wind tunnel tests play a vital role in the 
development of the aerospace field. By simulating real 
flight environments, wind tunnel tests can provide 
valuable data and information to provide a scientific 
basis for the design, improvement and optimization of 
aircraft. Wind tunnel tests can accurately measure the 
aerodynamic performance of a vehicle under different 
speeds and airflow conditions, such as lift, drag and 
lateral forces. These data are essential for determining 
the flight characteristics and performance of the 
vehicle. By testing different design parameters in a 
wind tunnel, engineers can evaluate the effectiveness 
of different design options and make adjustments and 
improvements based on the results. Wind tunnel testing 
also provides an in-depth study of the aerodynamic 
stability and control characteristics of the aircraft to 

ensure the safety and maneuverability of the aircraft. 
All aspects of aircraft performance have been well 
analyzed through wind tunnel tests, and the structure of 
various parts of the aircraft has been improved[1]. 

Improving the Mach number control accuracy as 
well as stability is the difficulty of wind tunnel 
systems[2].With the increase of wind tunnel Mach 
number control requirements, the traditional PID 
algorithm can no longer meet the accuracy 
requirements. The intricate nature and stringent 
demands of wind tunnel systems pose challenges to the 
precise control of Mach numbers. However, these 
problems can be solved by advanced control 
algorithms such as predictive control. Predictive 
control was introduced by Richard Bellman, an 
American control engineer, in the 1950s[3]. He 
introduced the idea of dynamic programming in his 
study of optimal control of dynamic systems and 
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applied it to the field of control. The approach 
leverages the dynamic variations of the controlled 
system and optimization techniques to derive a control 
strategy that effectively addresses time delays and 
mitigates inter-variable dependencies. In predictive 
control systems, the predictive model assumes a crucial 
role by utilizing historical data to forecast the future 
output of the controlled object. By leveraging this 
prediction, the control system can proactively optimize 
control actions in advance, resulting in enhanced 
precision and accuracy. An example is a predictive 
control-based autonomous driving system proposed in 
2019 for safe and efficient driving in urban 
environments. The system uses sensors to obtain 
real-time environmental information, predicts future 
traffic conditions by building a predictive model, and 
adjusts the vehicle's control strategy in real time based 
on the prediction results. The experimental results 
show that the predictive control system can effectively 
predict and adapt to complex urban traffic situations to 
improve driving safety and efficiency[4]. 

There are two main predictive modeling methods 
for wind tunnel research, which are divided into 
mechanistic modeling[5] and data-driven modeling[6]. 
Mechanistic modeling is a method to study and 
optimize wind tunnel experiments by analyzing the 
structure and operational characteristics of the wind 
tunnel circulation in order to build an aerodynamic 
model. For example, in 1991, Soeterboek R.A.M. et al. 
used the Throwpan diagram equation and performed 
several estimations in order to predicteMach number. 
Nevertheless, the process modeling and prediction 
methods employed were too rudimentary to achieve 
satisfactory control performance.[7]. The more 
prevalent data-driven modeling techniques 
nowadays utilize field data to establish the mapping 
relationships between the system's parameters and 
inputs/outputs. For example, Xu addressed the 
nonlinear characteristics and time lag in rail transit 
passenger flow by employing various predictive models. 
The results indicated that the Nonlinear Autoregressive 
Network Exogenous Inputs (NARX) model 
outperformed the others in terms of accuracy in 
predicting passenger flow[8]. Similarly NARX is 

widely used in the wind tunnel field.In 2013, Dandois J. 
used NARX model with external inputs to identify the 
pressure signals in the wind tunnel system[9]. 

Wind tunnel modeling mechanism modeling is 
very difficult, and there are more scholars studying 
data modeling at present, however, due to the wind 
tunnel system has the characteristics of frequent 
perturbation, nonlinearity, time lag, and many working 
conditions, which leads to that the Mach number 
control accuracy of the existing research methods can 
not be limited to 0.001[10]. Therefore, a new Mach 
number modeling method NARX-GA-Elman is 
proposed in this paper.This approach utilizes the 
NARX model architecture as the fundamental 
framework, which effectively addresses the challenge 
of dynamic time lag.Solve for the order using the FNN 
algorithm.This method fits the model with the dynamic 
nonlinear network Elman, introduces the GA algorithm 
for the optimization of weights and thresholds, and 
finally compares this algorithm with the traditional 
algorithm to show the outstanding capabilities of the 
predictive model. 

2  NARX-GA-Elman Method 

2.1  NARX Basic Framework 

The NARX model is commonly used for 
modeling time series, which not only can be 
over-advanced prediction, but also well overcomes the 
problem of error accumulation caused by using the 
prediction model for multi-step prediction in predictive 
control. 

In this paper, the NARX model is used as the 
basic framework to solve the time lag problem in wind 
tunnels, which was originally proposed by Billings et 
al. in 1985[11,12]. This model offers several advantages 
over alternative models, including a reduced number of 
identification parameters, superior approximation 
accuracy, and enhanced generalizability. The NARX 
model requires historical input and output data to 
determine the predicted output using a nonlinear 
function. The fundamental equation of the model at 
time t can be represented as: 
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y (t)=f(y(t–1), ..., y(t–ny), x(t–1), ..., x(t–nx))  (1) 

Where y(t–1), ..., y(t–ny) and x(t–1), ..., x(t–nx) 
denote the historical output, input sequence of the 
system, respectively; y (t) denotes the predicted 
output; nx, nv denotes the input and output variable 
orders, respectively; f denotes the nonlinear function. 
Fig.1 depicts the architecture of the NARX model. 

 

 
 

Fig.1  Architecture of the NARX Model 
 

In NARX modeling, the crucial aspect lies in 
determining the variable order within the model and 
selecting an appropriate nonlinear fitting function. If 
the variable order is chosen improperly, it may result in 
challenges related to algorithm storage. Additionally, 
the accuracy of the model can be influenced by the 
fitting method employed. The selection of variable 
orders in NARX modeling commonly involves 
methods such as the Correlation Integral (CI) 
method[13], Singular Value Decomposition (SVD) 
method[14], and False Nearest Neighbor (FNN) 
method[15]. These methods assist in determining the 
appropriate order of variables within the NARX model. 
The CI method necessitates a substantial amount of 
data samples in order to be effective and has the effect 
of noise, which makes it difficult to compute. The 
singular value decomposition method is more 
appropriate for linear systems and may not be as 
suitable for nonlinear systems. Also the decomposition 

can only be done for square arrays, however most of 
the practical systems that need to be decomposed are 
not square arrays. 

Hence, this paper employs the FNN method, 
which is grounded in the concept of space unfolding, 
for selecting the variable order.As the spatial 
dimension rises, it makes the neighboring points 
squeezed together separate. The optimal variable order 
is determined by the FNN method based on the 
criterion of the neighboring points disappearing until 
the minimum spatial dimension is reached.Fig.2 illu-
strates the schematic diagram of the FNN method. For 
points A, B, and C in the same orbit in one-dimensional 
space, since the orbits are not sufficiently separated, 
points A, B, and C are neighboring points; when the 
spatial dimensionality is raised to two dimensions, C is 
still a neighboring point for point B, and point A, which 
is far away from B and C due to the elevated 
dimensionality, is a pseudo-neighboring point for B. 

 

 
 

Fig.2  Diagram of False Nearest Neighbor 
 

The FNN algorithm can be described by the 
following formula: 

In the case of available sample data: 
 xk=[y(k–1), ..., y(k–n), u(k–1), ..., u(k–n)]T   (2) 
In the FNN algorithm, we search for the nearest 

neighbor point n
jx in an n dimensional space that 

minimizes the distance to a target point dn. 
 2

n n
n k jd x x= −      (3) 

Determine whether the following description is 
true or false: 
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The FNN algorithm employs a critical value R, 
typically set between 10 and 50 (usually taken as 10), 
to determine the validity of the formula mentioned 
above. If the formula is found to be false, it indicates 
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that the point under consideration is a pseudo-nearest 
neighbor point. 

2.2  Elman Neural Network 

In model determination, not only does the order 
of the variables have an important effect on the 
model, but the selection of an appropriate nonlinear 
fitting function is also extremely important. To 
capture the nonlinear mapping relationship between 
the inputs and outputs, a nonlinear fitting function is 
chosen. This function is carefully selected to exhibit 
strong nonlinearity and ensure good generalization 
performance. 

The Elman neural network, developed by J.L. 
Elman in 1990[16], is a recurrent neural network that 
incorporates state feedback and has high computational 
power, making it a typical example of such networks. 
The Elman neural network introduces a context layer 
based on the hidden layer of the BP model, which acts 
as a delay operator and incorporates a memory function. 
This allows the network to effectively handle dynamic 
and time-varying characteristics, while also ensuring 
global stability. The Elman-type neural network 
typically consists of four layers: input layer, hidden 
layer, context layer, and output layer. The specific 
architecture is shown in Fig.3. 

 

 
 
Fig.3  Diagram of Elman Network Structure 

 
The Elman-type neural network is structured 

similarly to a feed-forward network, with input, hidden, 
and output layers. In this network, the input layer 

serves as a means of signal transmission, while the 
output layer performs linear weighting functions. The 
transfer function of the units in the hidden layer can be 
either linear or nonlinear. The context layer, also 
known as the undertaking layer or state layer, is 
responsible for storing the previous output value of the 
hidden layer units and reintroducing it as a one-step 
delayed operator into the network's input. By capturing 
and learning from the intermediate states, the network 
gains nonlinear mapping capabilities and robust 
dynamic memory, making it an effective model for 
describing the dynamics of the original system. 

In this paper, the input vector at moment k of the 
prediction model is denoted as r(k)  
r(k)=(x1(k–1), ..., x1(k–n1), ..., xn(k–1), ..., xn(k–nn), 
y1(k–1), ..., y1(k–no1), ..., yq(k–1), ..., yq(k–noq))    (5) 

The Elman neural network is employed as a 
nonlinear function for fitting in the model. The number 
of input layers is denoted as r=n1+...+ nn+no1+...+noq, 
the number of output layers is denoted as q, and the 
number of intermediate and successor layers is denoted 
as l. Typically, the determination of the number of 
hidden layers is made based on the following equation: 

 l= r q+ +α    (6) 

where a is a constant between 1 and 10, usually set 
around 5[17]. 

At moment k, when the input r(k), after the neural 
network, the predicted output is Y(k). 

 Y(k)=fo(Wmox(k)–Bo)    (7) 
 x(k)=fm(WmmxC(k)+Wimr(k–1)–Bm)   (8) 
 xC(k)=x(k–1)   (9) 

 Wim(l×n)=       (10) 

 Bm(l×1)=[b1... bl]T    (11) 

 Wmm(l×l)=      (12) 

 Wmo(q×l)=      (13) 

 Bo(q×l)=[b1
" ... bq

']T     (14) 
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where at moment k, x(k) is an l dimensional 
intermediate layer node vector; The vector xC(k) 
represents a feedback state with a dimensionality of 
l;The matrix Wim represents the weight connections 
between the input layer and the intermediate layer;The 
matrix Bm denotes the threshold values for each neuron 
in the intermediate layer; The matrix Wmm represents 
the weight connections between the intermediate layer 
and the takeover layer;The mapping function from the 
input layer to the intermediate layer is denoted by the 
matrix fm, and the selected function for this mapping is 
the Sigmoid (S-type) function.is the mapping function 
selected by the input layer to the intermediate layer, 
and the S-type function is used in this paper;The matrix  
Wmo captures the weight connections between the 
intermediate layer and the output layer;The matrix Bo 
represents the threshold values for each neuron in the 
output layer; In this paper, the mapping function from 
the intermediate layer to the output layer is denoted by 
the matrix fo, and a linear function is chosen for this 
mapping. 

To evaluate the model's performance, the global 
error E is computed using K samples of training data.: 

  2

1

1 ( ( ) ( ))
2

K

k
E Y k Y k

K =
= −     (15) 

where Y(k) is the actual output at the current moment; 
( )Y k  is the model predicted output. 

2.3  Genetic Algorithm 

Elman neural networks are recognized for their 
exceptional dynamic properties and robust global 
stability, making them a popular choice for handling 
complex, nonlinear, and dynamic data. However, 
despite being an optimized version of the 
back-propagation (BP) neural network, the Elman 
model still inherits certain inherent limitations that can 
impact its accuracy and performance. To overcome 
these shortcomings, the Genetic Algorithm (GA) is 
introduced into the Elman algorithm to optimize the 
connection weights and thresholds. This integration 
effectively prevents the neural network from getting 
trapped in local minima during training, leading to 
significant improvements in both training speed and 

accuracy. 
Genetic algorithms, also known as evolutionary 

algorithms, modeled on the idea of the theory of 
biological evolution proposed by Darwin. It is to 
randomly select individuals in a limited range, keep the 
individuals with strong adaptive ability according to 
the individual fitness, eliminate the bad individuals, 
and update and replace them until the optimal result is 
approached. 

In 2018, Hamizah R. et al. estimated the model 
parameters in the model of the effect of ionizing 
radiation on target cells by using pattern search and 
genetic algorithm, respectively, and showed that the 
genetic algorithm was more superior by comparing the 
computation time and prediction error[18].In 2021, Xu 
X. et al. chose the Elman neural network as a fast and 
effective identification of the source of the sudden 
water as the basis of the discriminative model, 
optimized elman neural network (ENN) by the genetic 
algorithm, and created an improved discriminative 
model called GA-ENN. The selection of representative 
and accurate hydration data effectively improved the 
effectiveness of the identification of sudden water 
sources in mines[19]. In 2022, Song H.Y. et al. used 
genetic algorithms to optimize the operating 
parameters of the refrigeration system of an electric 
refrigerated truck, and successfully reduced the energy 
consumption of the refrigerated truck[20]. 

The implementation process of a genetic 
algorithm consists of the following steps: 

Step 1: Initialize the population 
The initial population, which represents the 

number of individuals contained in the population, 
generally takes a value in the range of 20-100. 

Step 2: Coding and decoding 
The encoding method largely determines how to 

carry out the genetic evolution operation of the 
population and the efficiency of genetic evolution. 
The main coding methods are binary coding, floating 
point coding, symbolic coding, multi-parameter 
coding, variable length chromosome coding and so on. 
The binary coding method is widely used because of 
its simple and logical operation. Binary coding 
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consists of a binary symbol set of binary symbols 0 
and 1. 

If a set of parameters takes values in the range [U1, 
U2], and the values in that range are represented by a 
binary encoding, a set of 2k different encoding is 
produced: 

 

1

1

1

2

0000  0000 = 0
0000  0001 = 1
0000  0010 = 2 2
        
1111  1111 = 2 1k

U
U
U

U

δ
δ

→
→ +
→ +

− →

…

…

…

…

…

     (16) 

where . 

Since the data is encoded, when the solving 
process is completed, the corresponding decoding 
operation is performed on the data. Assuming that the 
binary encoding of a particular body is bk bk–1…b2b1, the 
data after decoding is: 

 X=U1+ 1 2 1

1 2

2
k

i
i

i

U Ub
U

−

=

− × 
 
    (17) 

Step 3: Selection 
The role of the selection algorithm in genetic 

algorithms is to select the best individuals from the 
previous generation of the population to be inherited 
into the next generation of the population. Usually, a 
roulette wheel selection method is used to assign 
individuals the probability of being selected according 
to their fitness values. In a population with M 
individuals, where the fitness value of the i-th 
individual is denoted as Fi, we can determine the 
probability, Pi of selecting the i-th individual as 
follows:  

 Pi=

1

i

n

F
M

F
n =

   (18) 

Step 4: Crossover 
The crossover operator is used to generate 

offspring, which is achieved by swapping the genes at a 
certain defined crossover position of the two parents. 
The crossover operation is performed with a certain 
probability, which is called the crossover rate and is 
usually set between 0.5 and 0.95. 

Step 5: Mutation 
The basic element of the variation operator is to 

make changes to the gene values at certain gene 
positions of an individual. Using the basic position 
mutation algorithm, the operation steps for basic 
position mutation include: first determine the gene 
mutation position of each individual coding string, then 
set a probability of mutation, and finally take the 
original gene of the inverse mutation point according to 
the probability. This probability is very small, 
generally in the range of 0.01 to 0.1. 

Step 6: Calculation of fitness 
Used to evaluate the fitness of a certain 

chromosome, the fitness function is usually selected by 
transforming the objective function into a fitness 
function that seeks to maximize its value. If the 
objective function f(x) is known , then 

(1) If f(x) is a maximum optimization problem, 
then the fitness function: 

 Fit(f(x))=f(x)    (19) 
(2) If f(x) is a minimax optimization problem, 

then the fitness function: 

 Fit(f(x))= 1
( )f x

   (20) 

The iterative process of the algorithm reaches 
convergence, leading to the termination of the algo-
rithm when the given number of evolutionary genera-
tions is satisfied or the termination condition for the 
algorithm is met when either the fitness of the optimal 
individual reaches a predefined threshold or the fitness 
of both the optimal individual and the population no 
longer increase. Otherwise, the previous generation of 
population is replaced with the new generation of 
population obtained through selection, crossover and 
mutation, and returns to step 3. Fig.4 illustrates the 
flowchart of the algorithm. 

2.4  NARX-GA-Elman Model 

Combining the methods mentioned in 2.1, 2.2 & 
2.3 above, in order to solve the problems such as time 
lag in the wind tunnel system, so that the Mach number 
accuracy is more accurate and meets the requirements 
of the project, this paper establishes the NARX- 

2 1

2 1k

U Uδ −
=

−
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GA-Elman model, with NARX as the basic framework, 
FNN for order determination, and fitting through 
elman dynamic nonlinear network, using Elman neural 
network algorithm optimized by genetic algorithms, to 
construct such a model through GA algorithm for 
chromosome encoding, calculation of the fitness 
function to retrain the model until the optimal solution 
is found. The corresponding model of NARX- 
GA-Elman is shown in Fig.5. 

 

 

 
 

Fig.4  Flowchart of Genetic Algorithm 
 

 

 
 

Fig.5  Flowchart of NARX-GA–Elman Algorithm 

3  Experimental Description of Wind Tun-
nel System 

3.1  Wind Tunnel Structure and Key Para-
meters 

The object of this paper is the 0.6-meter 
continuous transonic wind tunnel, FL-61 wind tunnel, 
which was constructed by AVIC Aerodynamic 
Research Institute and completed at the end of 2012, 
and is mainly used for the development of large aircraft. 
In order to improve the accuracy of Mach number 
prediction, it is necessary to know enough about the 
current wind tunnel and fully analyze it in order to 
build a more accurate Mach number prediction model. 
Fig.6 illustrates the structure of the continuous 
transonic wind tunnel. 

The main parts of the continuous wind tunnel are 
the compressor, the cooling section and the test section. 
The compressor, as the power source of the whole 
system, is called the heart of the continuous wind 
tunnel. The compressor is driven by two DC motors in 
series, installed in the power section, located between 
the second diffusion section and the second corner, 
through the rotation of the compressor blades, the wind 
needed for the wind tunnel test is blown. The 
compressor is used to change the rotational speed of 
the compressor through the frequency converter to 
change the air flow speed inside the cave, thus 
changing the static pressure in the resident section to 
simulate the air condition around the tested aircraft 
model, through which the compressor can make the 
airflow flow continuously inside the wind tunnel, with 
the rotational speed control accuracy of ≤0.1%. The 
compressor can not only change the airflow by 
changing the rotational speed, but also change the 
blade angle to affect the airflow inside the cave, the 
blade angle adjustment range is 30º~86º. 

Due to the continuous addition of continuous 
wind tunnel compressor drive power, the temperature 
inside the tunnel will rise, and the high temperature 
will have a serious impact on the use of measurement 
and control equipment as well as the structure of the 
wind tunnel. Therefore, the cooling section in the wind  
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Fig.6  Structural of the Continuous Wind Tunnel 

 
tunnel system to reduce the gas temperature is essential. 
The cooling section of this wind tunnel uses a heat 
exchanger to control the temperature of the gas flow. 
The heat exchanger, also called exchanger, is set before 
the third corner and mainly transfers part of the heat 
from the high temperature gas stream generated by the 
compressor to the cold fluid equipment. The heat 
exchanger of this wind tunnel takes the finned tube 
type heat exchanger with bimetallic rolled sheets. 

The most important part of the wind tunnel 
system for observation as well as data measurement is 
the test section of the wind tunnel system, i.e., the place 
where the vehicle is tested. The test section is divided 
into upstream and downstream. The upstream section 
has a stabilization section and a contraction section. 
The stabilization section has a honeycomb and two sets 
of damping grids to improve the straightening of the 
airflow and reduce turbulence. The front of the 
stabilizing section is usually equipped with a 
noise-reducing sandwich for noise reduction. The 
contraction section is used to accelerate the gas to the 
desired velocity. Downstream of the test section is a 
sub-expansion section, which is mainly used to reduce 
the flow velocity. The vehicle model is mounted on a 
mechanism inside the chamber by means of struts, and 
the angle of attack of the model is changed during the 
test by changing the action of the drive shaft to 
simulate the airflow condition after the angle of the 

vehicle is changed in the air. The aerodynamic forces 
on the aircraft vary greatly with different angles of 
attack, thus, the measured hydrostatic pressure also 
changes. 

The flow field of the continuous wind tunnel is a 
multivariate complex system. Based on the 
aforementioned analysis of the aerodynamic structure, it 
is evident that the primary control parameter for the 
continuous wind tunnel is the rotational speed (S) of the 
compressor, and there are two disturbing quantities, 
which are the stabilized section total pressure (P0) and the 
model angle of attack (An). The main controlled variable 
in a wind tunnel system is the Mach number (Ma), 
requiring Mach number control accuracy |ΔMa|≤0.001. 

3.2  Selection of Wind Tunnel Test Conditions 

This wind tunnel requires a large number of 
parameter settings before the variable angle of attack 
test. Firstly, it is necessary to set the operating Mach 
number for the current operating conditions, and the 
different set values of Mach number lead to different 
gas flow rates in the wind tunnel, so that the change of 
the model's angle of attack has a different impact on the 
Mach number, and the characteristics of the system are 
changed. The wind tunnel studied in this paper has 
carried out a large number of experimental blowing, 
during which a wealth of data has been accumulated, 
which is an inherent advantage for the use of data 
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modeling, but these data can not contain all the 
operating conditions at present. Working conditions are 
mainly determined by the demand for wind blowing, 
the different demand for wind blowing leads to the 
accumulation of data under various working conditions 
is not exactly the same, specifically in several working 
conditions run more often, the accumulated data is 
sufficient, and some of the working conditions are 
insufficient, so this paper selects three kinds of data 
accumulated more sufficiently as a typical working 
conditions, and uses this part of the data as the 
modeling data to establish the Mach number prediction 
model. The data investigated in this paper are for the 
transonic range with Mach numbers between 0.8 and 
1.0.There are mainly two kinds of blade angles, 76.5º 
and 56.3º, and two kinds of change speeds of the angle 
of attack, 0.1º/s and 0.2º/s, and the working conditions 
are set as shown in Table 1. 

 
Table 1  Working Conditions of the Wind Tunnel  

Flow Field 

Conditions Mach Number Sample Size 

1 0.8 1626 

2 0.85 1057 

3 0.9 752 
 

3.3  Main Difficulties in Wind Tunnel Modeling 

Since the dimensions and structures of different 
wind tunnels are different. Modeling wind tunnel 
systems also faces a variety of challenges, which 
requires researchers to continuously explore wind 
tunnel-specific modeling methods. In general, for 
modeling a single operating condition, it is necessary 
to first test the current operating condition, then 
analyze and model the data, and finally test and control 
the current operating condition. However, this is 
undoubtedly time-consuming and laborious, and also 
causes a great waste of resources, which puts forward 
new requirements for modeling. 

(1) Difficulty in modeling mechanisms 
Although mechanistic modeling has been 

developed earlier and is capable of describing the wind 
tunnel operation process as a whole, there are 

non-negligible problems. On the one hand, mechanistic 
modeling requires a priori knowledge and a 
combination of theory and experience based on expert 
and specific knowledge. For wind tunnel systems, a 
good understanding of aerodynamic theory and wind 
tunnel operation mechanisms is required, and the laws 
of aerodynamics are obscure and difficult to interpret 
for scholars who are not specialized in this field. On the 
other hand, since most of the mechanism models 
simplify the complex three-dimensional flow of air 
into one-dimensional flow, it is difficult to describe the 
complex structure inside the wind tunnel system as 
well as the external perturbations, although the overall 
volume of the wind tunnel system can be predicted 
better. If higher Mach number control accuracy is 
required, the mechanistic model cannot be adapted to 
the development of wind tunnels. 

(2) Frequent disturbances 
During wind tunnel tests, changes in angle of 

attack can lead to large deviations in the Mach number, 
while continuous changes in angle of attack during 
continuous variable angle of attack tests can lead to 
continuous perturbations in the system, which makes the 
control and modeling process exceptionally difficult.  

(3) Nonlinear 
In wind tunnel tests, the flow field characteristics 

vary greatly at different Mach number conditions. For 
example, at Mach 0.7, a change in rotational speed of 1 
revolution resulted in a change in Mach 0.00058; at 
Mach 0.9, a change in rotational speed of 1 revolution 
resulted in a change in Mach 0.00071. 

(4) Lagging 
Due to the long and wide ducts of the wind tunnel 

system, the compressor that generates the airflow is far 
away from the actual model, the airflow needs to pass 
through the diffusion section, the third and fourth 
corners and the stabilizing section before it reaches the 
model, and the sensors for measurements are not in the 
same position as the model, so it leads to time lag 
problems in the system. 

(5) High prediction accuracy requirements 
Currently, the project requirements for the Mach 

number prediction model predict the root mean square 
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error to be within 0.001. 
(6) Multiple working conditions 
The continuous wind tunnel is equipped with a 

variety of experimental equipment, such as elicitation 
slits, opening and closing ratios, blade angles, etc. Any 
change in the position of the equipment will produce a 
new working condition. Secondly, the different set 
values of total pressure, Mach number, and angle of 
attack change will also lead to the change of working 
conditions. Only for a wind tunnel system, there can be 
hundreds of working conditions, increasing the 
difficulty of modeling. 

(7) High energy consumption 
Usually, for an airplane model, there are dozens or 

even hundreds of tests just under different Mach 
numbers. Continuous wind tunnel compressor needs a 
motor as a driver, the motor power up to 20MW, on a 
test of a few dozen seconds, the cost of electricity will 
be nearly ten thousand dollars, the cost is very high. 

3.4  Experimental Evaluation Indicators 

For high-precision control systems of wind tunnel 
flow fields, the accuracy of modeling directly affects 
the stability of the subsequent control Mach number. In 
order to better assess the level of modeling, appropriate 
judging criteria need to be adopted to analyze the 
model. Usually, the Root Mean Square Error (RMSE) 
is chosen to judge the Mach number prediction, which 
quantifies the disparity between the predicted value 
and the actual value.The smaller the RMSE is,the 
greater the proximity between the predicted value and 
the actual value, and the more accurate the model is in 
predicting. 

 RMSE= ( )2

1

1 ( ) ( )
K

k
Ma k Ma k

K =
−    (21) 

where Ma(k) is the actual value; ( )Ma k  is the 

predicted value; and Krefers to the quantity of 
sampling points. 

For wind tunnel systems, the ultimate goal of 
model prediction is to perform Mach number control. 
In general, the Mach number is required to be 
stabilized around a set value, which is noted as Maset. 
The evaluation of the model considers the accuracy of 

the prediction on the one hand, and the influence on the 
control effect on the other hand. In order to evaluate the 
control effect of the model, the Mach number accuracy 
(A) and maximum deviation (MD) are usually also 
taken for evaluation. 

(1) Mach number accuracy (A) represents the 
difference between the desired value and the average 
predicted value obtained during the prediction process. 
A smaller Mach number accuracy indicates a higher 
ability of the model to accurately depict the overall 
fluctuation in Mach number during the test section run. 
The formula for calculating Mach number accuracy is 
provided below. 

 A=|Maset– 
1

1 ( )
K

K

k
Ma k

=
 |   (22) 

(2) Maximum deviation (MD) is the maximum 
prediction deviation between the actual and 
predicted values. As an important performance 
indicator, the solution of the maximum deviation 
yields whether the model predictions meet the 
requirements and whether the model is stable. The 
formula for the maximum deviation is as follows, 
and the maximum deviation of the Mach number is 
required to be no more than 0.001. 

 MD=max|Ma(k)–( )Ma k |    (23) 

4  Results and Discussion 

Firstly, the FNN algorithm is utilized to determine 
the order of each variable.Taking condition 3 as an 
example, Fig. 7 shows the order analysis of the input 
variables, respectively, and the order of variable 
analysis is selected from 1 to 15. Analyzing the order 
of the total pressure in Fig.7(a), when the order is 4, the 
proportion of pseudo-nearest neighbor is 0, and the 
neighboring point disappears, therefore, the optimal 
order of the total pressure is selected to be 4. Similarly, 
the optimal order of the rotational speed, the angle of 
attack, and the Mach number is selected to be 5, 6, and 
5, respectively. 

FNN is performed for all three conditions to de-
termine the order of the variables, and different va-
riables have different orders, but the same variable 
variesup to a range of three orders under different 
conditions, as shown in Table 2. 
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Fig.7  Order Analysis of Model Variables 
 

Table 2  Variable Order for Different Operating 
Conditions 

Conditions Total Pres-
sure 

Rotational 
Speed 

Angle of 
Attack 

Mach 
Number

1 4 5 6 6 

2 4 8 4 5 

3 4 5 6 5 

 
To enhance the selection of an appropriate order 

and mitigate the instability of individual test outcomes, 
this paper adopts multiple samples of each variable 
under various working conditions to analyze the 
variable order. The resultant optimal variable order, as 
demonstrated in Table 3, ensures that the test aligns 
closely with real-world scenarios. 

 
Table 3  Optimal Order of Variables 

Variables Total Pres-
sure 

Rotational 
Speed 

Angle of 
Attack 

Mach 
Number

Best Order 4 5 6 5 

In summary, the FNN algorithm is employed to 
establish the variable orders np0

, ns, nAn and nMa as 4, 5, 

6, and 5. 
The sum of the optimal variable orders is used as 

the number of neurons in the input layer of the 
NARX-GA-Elman model, denoted as r = 20;The 
model predicts only one variable, Mach number, so the 
output layer is denoted as q = 1; the number of neurons 
in the intermediate layer is calculated according to Eq. 
(6), and α is taken to be 5, which gives the number of 
intermediate neurons l = 10. 

Initially, the model's weights and thresholds are 
randomly assigned. Through parameter adjustments 
and extensive experimental runs, the model is 
generated and further optimized. Finally, the following 
optimized settings parameters are selected as the best 
parameters for the model: the maximum number of 
training times is 1,000, the minimum error of the 
training target is 0.0001,  and the learning rate is 
0.005.70% of the collected data is selected as training 
set and 30% as validation set in each of the three 
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working conditions.And the NARX-GA-Elman model 
is used to predict the Mach number of the three 
working conditions, compared with the traditional 

model PLS model, the Elman model, and the 
NARX-Elman model.Experimental Result Curves are 
shown in Fig.8, Fig.9 and Fig.10. 

 

 
 

Fig.8  (a) Prediction Curves and (b) Error Curves for Working Condition 
 

 
 

Fig.9  (a) Prediction Curves and (b) Error Curves for Working Condition 2 
 

 
 

Fig.10  (a) Prediction Curves and (b) Error Curves for Working Condition 3 



62 SHAO Yawen et al: NARX-GA-Elman Method for Mach Number Prediction of Wind Tunnel Flow Field 
 
 
 
 
 

Based on the Mach number prediction plots and 
error plots displayed in the aforementioned three 
models, it can be observed that the NARX-GA-Elman 
model provides a more accurate prediction of the Mach 

number trend.Conversely, the predictions generated by 
the PLS method and the Elman neural network method 
exhibit greater disparity from the actual Mach number 
trend, as indicated in Table 4. 

 

Table 4  Indicators for Assessing Mach Number Predictions 

Conditions Condition I Condition II Condition III 
Indicators RMSE A MD RMSE A MD RMSE A MD 

PLS 0.00052 0.00034 0.00110 0.00120 0.00045 0.00360 0.00130 0.00110 0.00270
Elman 0.00044 0.00024 0.00099 0.00103 0.00074 0.00440 0.00076 0.00042 0.00230

NARX-Elman 0.00026 0.00016 0.00066 0.00036 0.00004 0.00130 0.00074 0.00044 0.00210
NARX-GA-Elman 0.00010 0.00002 0.00032 0.00028 0.00001 0.00084 0.00030 0.00014 0.00093

 
From the analysis in Table 4, the RMSE values of 

the PLS model and Elman model under working 
conditions 1, 2 and 3 fluctuate around 0.001, which do 
not meet the accuracy requirements, while the RMSE 
values of the NARX-Elman model and the 
NARX-GA-Elman model are significantly smaller 
than 0.001, and most of them fluctuate around 0.0003,  

The A value of the three traditional models varies 
above and below 0.0004, while the A value of the 
NARX-GA-Elman model proposed in this paper is 
0.00002 and 0.00001 for condition I and condition II. This 
indicates that the proposed model in this paper exhibits a 
high level of accuracy in predicting the Mach number, with 
minimal deviation from the preset value. Moreover, the 
model demonstrates consistent performance even when the 
situation changes, maintaining a small overall deviation. 

When comparing the maximum deviation 
observed in the predictions made by the four models, it 
is evident that the majority of MD values from the 
remaining three models exceed 0.001 by a significant 
margin, while the NARX-GA-Elman model, whose 
MD values in the two conditions are less than 0.001, 
meets the project's requirements for the control 
accuracy, and the maximum deviation is much smaller 
than that of the other three models. 

To sum up, the proposed NARX-GA-Elman 
model in this paper exhibits a significantly reduced 
error between the predicted value and the actual value, 
approaching zero. Moreover, it outperforms the PLS 
method, Elman method, and NARX-Elman method in 
terms of both the accuracy of Mach number prediction 
and control effectiveness. Compared with the other 
three models, the prediction accuracy of the 
NARX-GA-Elman model is improved by about 

22.2%-61.5%. The control accuracy is improved by 
about 35.4%-55.7%, which well demonstrates the 
superior performance of the model. 

5  Conclusion 

Considering the nonlinearity and time lag of the 
wind tunnel flow field system, in order to construct a 
more superior model to accurately predict the Mach 
number, this paper proposes the NARX-GA-Elman 
method for Mach number prediction. The proposed 
approach in this paper utilizes the NARX model as the 
fundamental structure and uses the FNN algorithm to 
determine the input variable sequence and employs the 
dynamic Elman neural network as the nonlinear fitting 
function for the NARX model. GA is introduced to 
optimize the connection weights and thresholds of the 
NARX-Elman network, so that the neural network can 
be prevented from falling into local minima and the 
training speed and success rate can be improved to find 
the global optimal solution. The experiments compare the 
method proposed in this paper with three conventional 
models to predict the Mach number for three typical 
operating conditions, and the proposed method 
NARX-GA-Elman has better performance compared 
with three traditional methods. The model's Mach number 
prediction accuracy is improved by up to 61.5%, and the 
control accuracy is improved by up to 55.7%. 
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